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Abstract

The multiple-input multiple-output (MIMO) communications and the intelligent re-
flecting surfaces (IRSs) have been envisioned as key technologies for beyond 5G mobile
networks. However, the computational complexity of conventional approaches to jointly
optimize IRS-assisted MIMO communication systems constitutes a major limitation to
their deployment. In this paper, we present an innovative contextual bandit (CB)-based
approach for the optimization of the MIMO precoders and the IRS phase-shift matrix en-
tries. The proposed optimization framework, termed as deep contextual bandit-oriented
deep deterministic policy gradient (DCB-DDPG), considers a CB formulation with con-
tinuous state and action spaces. The simulation results show that our proposal performs
remarkably better than state-of-the-art heuristic methods in high-interference scenarios.

1 Introduction

An IRS is a large planar array composed of passive scattering elements having specially de-
signed physical structures which can be individually controlled in a software-defined manner.
This allows modifying the phases of the impinging signals to enhance the performance of wire-
less links. The research interest in IRS-assisted MIMO communication systems is increasing
as they stand as an appealing technology to fulfill the requirements of emerging applications
[1]. However, the joint optimization of the MIMO precoders and the IRS phase-shift matrix
entries is a high-complexity problem. In most scenarios, conventional algorithms are too com-
putationally complex and the search spaces are too vast for considering approaches like the
genetic algorithms. Recently, CB is receiving attention and several CB-based solutions have
been proposed for open problems in wireless communication systems [2]. This learning-by-
interacting approach enables to handle high-dimensionality problems while offering affordable
performances in terms of latency and computational complexity. However, all existing works
consider discrete action spaces, which is a major limitation for the optimization problem we are
dealing with. This issue, and the limitations of the scarce solutions found in the literature, have
motivated our work whose main contribution is the development of an actor-critic framework
called DCB-DDPG which enables to efficiently handle the continuous action space formulation
required to address this optimization problem.
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2 System Model

Let us consider the uplink of an IRS-assisted multi-stream (MS) multi-user (MU) MIMO com-
munication system where K users employ Nt antennas each to send Ns data streams to a base
station (BS) with Nr antennas with the help of an IRS with N elements. We assume that there
is a total blockage between the users and the BS. Hence, the joint optimization of the MIMO
precoders and the IRS phase-shift matrix, in terms of sum-rate maximization, is formulated as
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is the minimum mean square error (MMSE) individual receiving filter for the k-th user. HIB ∈
CNr×N and HUIk ∈ CN×Nt stand for the channel responses from the IRS to the BS and
from the k-th user to the IRS, respectively. Pk ∈ CNt×Ns stands for the k-th user precoder
which, as stated in (1), has a power constraint (Ωk). HUIk,∀k and Pk,∀k can be written in
a compact manner as H = [HUI1, . . . ,HUIK ] and P = blkdiag(P1, . . . ,PK), respectively. The
IRS phase-shift matrix is represented by the diagonal matrix Θ = diag(ejθ1 , . . . , ejθN ) ∈ D with
θn ∈ [0, 2π), and D ∈ CN×N is the set of diagonal matrices with unit modulus entries. The
vector that contains the entries in the main diagonal of Θ is denoted by θ ∈ CN×1.

3 Deep Contextual Bandit-based Joint Optimization

CB problems can be interpreted as a relaxation of reinforcement learning (RL) problems where
interactions can be defined through a dynamics function p(rt|at, st), i.e., only immediate rewards
are affected by the current state and action. According to the CB formulation, we define that:

• The state vector st is composed of the current values of the channel response matrices
(HUIk,∀k and HIB), such that st = [vec(HUI1), . . . , vec(HUIK), vec(HIB)]. The vect(·)
operator reshapes its input into a row vector.

• The action vector at is composed of the entries in the main diagonal of the IRS phase-
shift matrix (θ) and those in all the user individual precoders (Pk, ∀k). The action vector
is hence constructed such that at = [vec(P1), . . . , vec(PK), vec(θ)].

• The reward rt is the system sum-rate since this is the metric we aim to maximize.

CB-based algorithms are mostly oriented to solve optimization problems with discrete action
formulations. Hence, to account for continuous actions, we propose an innovative CB framework
termed as DCB-DDPG since it is inspired on the deep reinforcement learning (DRL)-based
DDPG approach. We have considered an actor-critic agent where the critic is trained to learn
the immediate reward function, while the actor is trained through deterministic policy gradient
updates to predict the action that maximizes the reward function in a given state. Artificial
neural networks (ANNs) were employed for both function approximations.
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Figure 1: Sum-rate vs signal-to-noise ratio (SNR) (left) and sum-rate vs Nr (right).

4 Simulation Results

We have considered two model-driven approaches to be used as benchmarks during the eval-
uation of the proposed framework. The first scheme is termed as Alternating-ProG and uses
an alternating minimization projected gradient-based algorithm [3]. In the second, termed as
RandomIRS-MRT, the IRS phase-shift matrix is randomly selected from D and the precoders
are designed according to the maximum ratio transmitter (MRT) approach.

Figure 1 (left) shows the achievable sum-rates obtained with the proposed DCB-DDPG
approach in a scenario where Nr >> KNs. The performance of our proposal is close to the
Alternating-ProG approach, whose performance is near optimal in this kind of setups. Besides,
our proposal significantly outperforms the RandomIRS-MRT baseline strategy. On the other
hand, Figure 1 (right) shows the impact on the system performance of the relationship between
the number of receiving antennas Nr and the number of transmitted streams KNs. As can be
seen in the figure, the performance of the Alternating-ProG approach remarkably degrades when
Nr decreases below KNs. When moving into this regime, the Alternating-ProG strategy is not
able to properly handle the interference among the users. However, our DCB-DDPG proposal
manages the interference more efficiently and the sum-rate values decrease more slowly when
reducing the number of receiving antennas at the BS.

5 Conclusions

We have developed a CB-based framework termed as DCB-DDPG to handle the joint opti-
mization of the IRS phase-shift matrix and the user precoders in the uplink of IRS-assisted MS
MU-MIMO communications. The simulation results show that this optimization problem can
be properly formulated as a CB problem with continuous state and action spaces. Besides, the
proposed DCB-DDPG framework stands as an effective method to manage this formulation.
It achieves a performance close to the one obtained with state-of-the-art heuristic algorithms
when Nr ≥ KNs whereas it handles the MU interference more efficiently when Nr < KNs.
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